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Abstract – Sentimental Analysis algorithm refers to the usage of 

statistics, natural language processing, and text to identify and 

extract the text sentiment into categories that can be termed as 

positive, negative, or neutral. Sentimental analysis is, therefore, 

the computational treatment of emotions, subjectivity of text and 

opinion. The present paper provides a comprehensive review of 

the proposed enhancement of algorithms and some sentimental 

analysis applications. Some of the areas investigated and 

presented in the article include emotion detection, transfer 

learning and resource building. Sentimental analysis provides an 

opportunity to arrive at a decision that is binary; you are either 

for or against the decision. An example of such a binary question 

can be used on Twitter or political polls or for reviewing movies. 

We use movie review comments from popular website IMDB as 

our data set and classify text by subjectivity/objectivity and 

negative/positive attitude. We propose different approaches in 

extracting text features such as using large movie review corpus, 

restricting to adjectives and adverbs, handling negations, 

bounding word frequencies by a threshold and using synonyms 

knowledge. We evaluate their effect on accuracy of the natural 

language processing methods- Naive Bayes, Decision trees. We 

conclude our study with explanation of observed trends in 

accuracy rates and providing directions for future work. 

Index Terms – Social sentimental, Sentiment analysis, Opinion 

mining, Natural language processing, Sentiment classification, 

Naive Bayes. 

1. INTRODUCTION 

The increase in the popularity of social networking, micro-

blogging and blogging websites, a huge quantity of data is 

generated. We know that the Internet is the collection of 

networks. The age of the internet has changed the way people 

express their thoughts and feelings. The people are connecting 

with each other with the help of the internet through the blog 

post, online conversation forums, and many more.  The people 

check the reviews or ratings of the movies before watching that 

movie in theatres.   

The quantity of information is unreasonable for a normal 

person to analyze with the help of naive technique.  

Sentiment analysis is mainly concerned with the identification 

and classification of opinions or emotions of each view.  

Sentiment analysis is broadly classified in the two types first 

one is a feature or aspect-based sentiment analysis and the other 

is objectivity-based sentiment analysis.  The tweets related to 

movie reviews come under the category of the feature-based 

sentiment analysis. Objectivity based sentiment analysis does 

the exploration of the tweets which are related to the emotions 

like hate, miss, love etc. 

In general, various symbolic techniques and machine learning 

techniques are used to analyze the sentiment from the twitter 

data. So, in another way we can say that a sentiment analysis is 

a system or model that takes the documents that analyzed the 

input, and generates a detailed document summarizing the 

opinions of the given input document. In the first step pre-

processing is done. In the pre-processing we are removing the 

stop words, white spaces, repeating words, emoticons and 

#hash tags. It correctly classifies the tweets machine learning 

technique uses the training data. So, this technique does not 

require the database of words like used in knowledge-based 

approach and therefore, machine learning techniques is better 

and faster. 

The several methods are used to extract the feature from the 

source text. Feature extraction is done in two phases: In the first 

phase extraction of data related to twitter is done i.e. twitters 

specific data is extracted. Now by doing this, the tweet is 

transformed into normal text. In the next phase, more features 

are extracted and added to feature vector.  Each tweet in the 

training data is associated with class label. This training data is 

passed to different classifiers and classifiers are trained. Then 

test tweets are given to the model and classification is done 

with the help of these trained classifiers.  So finally, we get the 

tweets which are classified into the positive, negative and 

neutral. 

2. AIM AND OBJECTIVE 

 To extract corpus data from IMDB. 

 To classify the data set into training and test sets. 

 To obtain informative features from the training set. 

 Classify them using Naive Bayes algorithm. 

3. PROBLEM STATEMENT 

Given a review message, classify whether the message is of 

positive, negative, or neutral sentiment. For messages 

conveying both a positive and negative sentiment, whichever 

is the stronger sentiment should be chosen. This helps us to 

understand the opinion of the end users of the particular 

product that is out in the market. 
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4. EXISTING SYSTEM 

Feature Mining and Sentimental Analysis 

Previously Feature mining and Sentiment Analysis. The 

authors propose a method that globally rates a product review 

into three categories by measuring the polarity and strength of 

the expressed opinion. The main contribution of the authors is 

the fact that they don’t rely on the previous knowledge but learn 

it from a set of reviews using an unsupervised model. It can 

have applied on reviews written in other languages. 

Table. Feature Mining and Sentimental Analysis 

Opinion Digging 

The solution opinion digger was introduced in 2010. The 

method is good and accurate example for a completely 

unsupervised machine learning method. First, it determines the 

set of aspects. After the pre-processing, each sentence is tagged 

with POS. It assumes that aspects are nouns so it first isolates 

the frequent nouns as potential aspects. With the sentences 

matching the known aspects, they determine opinion patterns, 

sequence of POS-tags that expressed opinion on an aspect. The 

second phase is rating the aspects. For each sentence containing 

an aspect, Opinion Digger associates the closest adjective to the 

opinion. 

Table 2.2.2 Opinion Digger 

5. PROPOSED SYSTEM 

The proposed model is to find the solution for the above-

mentioned problems. The data set we use for the project is 

obtained from popular movie reviewing website. The Our 

proposed system can be explained in detail by using figure 1. 

DATASET COLLECTION

PREPROCESSING OF DATASET

ATTRIBUTE SELECTION
(BAG OF WORDS)

ALGORITHM

TRAINING THE MODEL

DISPLAYING THE SENTIMENT 
OF TEST SET

                          
INITIALIZATION STEP

LEARNING STEP
EVALUATION STEP

 

Fig. 1 System Architecture 

6. LITERATURE SURVEY 

In order to identify and classify the opinions or emotions of 

each post view. we need to understand the fundamentals of 

each component that are going to be used. To give the reader a 

wider scope of this domain, we have a referred several papers 

which address the same problem. 

The paper “Natural Language Processing(Almost) from 

scratch” by Ronan collobert, Jason Weston, Leon bottou, 

Michael karlen, Koray kavukcouglu, Pavel kuksa proposes a 

neural network based architecture and learning algorithm that 

is observed to put in the process which has part-of-speech 

tagging, shrinking and semantic labeling.  

The paper “Natural Language Processing” by Gobinda 

G.Chowdhury from University of Strathclyde applies the 

method to explore how computers can be used to understand 

and manipulate natural language text or speech to do useful 

things.  It defines a morphological structure and nature of the 

sentence. The morphological structure deals with the smallest 

part of sentences that has a meaning and also suffixes and 

prefixes. It also contains five more different levels that analyses 

the sentences to give a better understanding. 

The paper “Natural Language Processing and it’s use in 

education” by Dr. Khaled M. Alhawiti from Tabuk University 

gives an effective approach for improvement in educational 

level. The steps involve natural acquisition in the educational 

systems. It also provides solution in other fields with social and 

cultural context of the language. The major focus here is the 

effectiveness of the linguistic tools which are fairly productive 

in the educational context for learning and assessment. 

The paper “White paper on Natural Language Processing” by 

Ralph Weischedel, Jaime Carbonell, Barbara Grosz, Wendy 

Technique Machine Learning 

Text approach Document Level 

Classification Global Rating 

Accuracy in 

Rating 

71.7%-3 categories, 49%-5 categories 

Advancements They take into consideration both the 

strength of an opinion as well as the 

relevance of the feature the opinion is 

about for the general customer. 

Drawbacks Based on WordNet database. Cannot be 

applied in reviews written in other 

languages. 

Technique Unsupervised Machine 

Learning 

Text Approach Sentence Level 

Accuracy in rating Ranking loss of 0.49 

Advancements Usage of rating 

guideline and see-aspect 

to determine all aspects 

Drawbacks Needs a guideline and 

known aspects to work. 
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Lehnert, Mitchell Marcus propose an ultimate goal to the 

ability to use natural languages as effectively as humans do. 

They showcase some of the major challenges to the system like 

reading and writing text, translation, interactive dialogue. A 

solution to progress from these barriers is applied in order to 

develop a system which is reliable in all means. 

7. IMPLEMENTATION 

The implementation basically consists of these following 

modules. The module flow diagram is given based upon the 

reference of figure: 1. 

(a) Tokenization  

t refers to the process of breaking down the sentences into units 

called tokens. The tokens may be words or number or 

punctuation mark. Tokenization does this task by locating word 

boundaries. Ending point of a word and beginning of the next 

word is called word boundaries. Tokenization is also known as 

word segmentation. 

Tokenization depends on the type of language. Languages such 

as English and French are referred to as space-delimited as 

most of the words are separated from each other by white 

spaces. Languages such as Chinese and Thai are referred to as 

unsegmented as words do not have clear boundaries. 

Tokenizing unsegmented language sentences requires 

additional lexical and morphological information. 

Tokenization is also affected by writing system and the 

typographical structure of the words. 

 

Figure 1. Tokenization 

(b) POS Tagging 

It refers to Part of Speech tagging, it is basically automatic 

assignment of descriptors to the given tokens is called Tagging. 

The descriptor is called tag. The tag may indicate one of the 

parts-of-speech, semantic information, and so on. So, tagging a 

kind of classification. 

Parts of Speech tagger or POS tagger is a program that does 

this job. Taggers use several kinds of information: dictionaries, 

lexicons, rules, and so on. Dictionaries have category or 

categories of a particular word. That is a word may belong to 

more than one category. For example, run is both noun and 

verb. Taggers use probabilistic information to solve this 

ambiguity. 

 

Figure 2. Part-of-speech tagging of a sentence 

(c) Stemming  

Stemming is the process of reducing a word into its stem, i.e. 

its root form. The root form is not necessarily a word by itself, 

but it can be used to generate words by concatenating the right 

suffix. 

For example, the words fish, fishes and fishing all stem into 

fish, which is a correct word. On the other side, the words study, 

studies and studying stems into study, which is not an English 

word. 

Most commonly, stemming algorithms (a.k.a. stemmers) are 

based on rules for suffix stripping. 

(d) Classification 

Naive Bayes is the classification algorithm that we are going to 

be using in our project, Naive Bayes is a straight forward and 

frequently used method for supervised learning. It is based on 

probability theory and provides an expiable way to deal with 

any number of classes or attributes. 

Bayes’ Theorem finds the probability of an event occurring 

given the probability of another event that has already 

occurred. Bayes’ theorem is stated mathematically as the 

following equation:                                                     

 

where A and B are events and P(B)? 0. 

 Basically, we are trying to find probability of event A, given 

the event B is true. Event B is also termed as evidence. 

 P(A) is the priori of A (the prior probability, i.e. Probability 

of event before evidence is seen). The evidence is an 

attribute value of an unknown instance (here, it is event B). 
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 P(A|B) is a posteriori probability of B, i.e. probability of 

event after evidence is seen. 

4. RESULTS 

Using the obtained corpus, we were able to achieve an accuracy 

of up to 79%. the feature sets and the algorithm used for the 

classification plays play an important role deciding the 

efficiency of the sentiment. 

5. FUTURE ENHANCEMENTS AND CONCLUSION 

We would like to conclude by saying that, in this paper we have 

proposed a system that is used analyze the sentiment of the 

movie reviews using NLTK library and its functions present in 

python. The corpus can be taken from any trustable sources 

which can be static like we have used or dynamic like tweeter 

tweet analysis. 

Hence, we analyze the sentiment of the given corpus. This 

helps us to know the option and feedback of the end users. 

The aim of study is to evaluate the performance for sentiment 

classification in terms of accuracy, precision and recall. In this 

paper, we compared two supervised machine learning 

algorithms of Naïve Bayes’ and KNN for sentiment 

classification of the movie reviews and hotel reviews. The 

experimental results show that the classifiers yielded better 

results for the movie reviews with the Naïve Bayes’ approach 

giving above 80% accuracies and outperforming than the k-NN 

approach. However, for the hotel reviews, the accuracies are 

much lower and both the classifiers yielded similar results. 

Thus, we can say Naïve Bayes’ classifier can be used 

successfully to analyses movie reviews. 
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